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Introduction

The phase field method has successfully been applied to predict microstructure evolution in metallic
alloys such as dendritic solidification [1,2,3] as well as the precipitation of coherent ordered phases
from a disordered matrix taking into account the effect of elastic strain on the morphology of the
precipitates [4,5,6]. Recently, phase field methods employing multiple phase field parameters have beel
applied to eutectic and peritectic systems [7,8,9] in dilute model systems as well as to evaluate the
kinetics of solid state grain growth [10]. In order to apply the method quantitatively to these phenomena
occurring in technical alloys the method needs to be able to treat multicomponent multi-phase systems
Recently a simplified multicomponent approach using linearized phase diagrams has been applied t
steels [11]. The ternary system Fe-Al-Co has been addressed by [5] who use real thermodynamic dat
within a phase field model. The main target of this work is to simulate solidification and heat treatment
of technical single crystal superalloys.

The present paper proposes a multicomponent extension to a multi-phase-field model (PFM)
described in [12,13] employing a general method of obtaining thermodynamic data from databases
being assessed according to the CALPHAD method [14]. This method provides realistic thermody-
namic descriptions for all phases present in a given material. The present model can be applied to an
system if a thermodynamic database is available and is not restricted to a special formulation of the
Gibbs energy. To evaluate thermodynamic quantities the FORTRAN interface of the software Thermo-
Calc [15] is used for the calculation of molar Gibbs energies and chemical potentials to calculate the
driving force at the diffuse interface. Furthermore, a subroutine of the software Dictra [16], which is
also interfaced to Thermo-Calc in order to calculate thermodynamic factors of diffusion, has been
coupled to the phase field code. The subroutine calculates the diffusion matrix for given multicompo-
nent phase from a standardized kinetic database containing data on atomic mobilities.

In order to validate the growth kinetics of this model 1D benchmark tests have been performed by
comparison with a sharp interface calculation by Dictra using the same thermodynamic [17] and kinetic
database [18] of the ternary Ni-Al-Cr system. Moreover, a 2D simulation of Ostwald-ripening of
sphericaly’ precipitates in a ternary Ni-Al-Cr alloy with a smaHy’ lattice mismatch is presented. The
results are compared to experimental data by M. Doi [19], who determined the coarsening rate of the
v' precipitates in a Ni-6.2 at.-% Al-18.2 at.-% Cr alloy.
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The Multi-Phase-Field Model

The multi-phase-field model is described in detail in [12,13]. The evolution of the phasejfiédd a
phase i with respect to time is given for a double well potential by:

. 36 6
b= 2 [Uij<¢i V2 — ¢ Vi + ?d’id’j (i — ¢j)) + - bid; - AGij] (1)
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(i mobility, m;: interface thickness, N: number of phasé<;: change in Gibbs energy for the
transformation of phase i to j, the negative driving force). In the sharp interface limit this phase field
equation in principle models the normal velocity of the interface between phases i and j

vy = Wi (AG;jnterface_'_ AGilj)uI (2)

whereAG}interface represents the product of the interfacial enesgyand the curvatur&. Usually the
driving force resulting from the difference in Gibbs free energy of the bulk phAQﬁg”‘ for low
undercoolingsAT is approximated by

0
ij

AH
AGij = Til? (T,(J) - T) = AS? ATij (3)
for a transformation from phase i to j under the assumption that T is so close to the equilibrium
temperatureT{ that the variation of the enthalpgH{ and entropyAS, with T is negligible. This
approximation of the driving force is applicable for low undercoolings of pure substances and dilute
solutions, but not for concentrated alloys. This val( is the negative value of the integrated driving
force which is independent of the reaction path [20]. In order to generalize this expression for
multicomponent alloys we have to evaluate the driving fdice= —(9G/9€)p 1, Which can be the
partial derivative of the Gibbs free energy with respect to a varigbidich represents the extent of
an internal reaction [20]. In the case of the precipitation of a phase j from an initially supersaturated
solution of a phase i, the variablerepresents for the number of mole'safi the precipitated phase
formed. The integrated driving force being the integral of the driving fgidel¢ is an average value
of the whole precipitation process. It represents the difference in Gibbs energy of the final mixture of
phases i and j lying on the common tangent plane and the molar Gibbs energy of the initially
supersaturated solution. In contrast to this we choose the negative drivinghfiGycef the supersat-
urated solution as the appropriate value, since this is the local driving force which acts on the interface:
The interface and the actual concentration within the interface do not see their final state on the path
to equilibrium, but they are driven by the local win of Gibbs energy on this path. So the movement of
the interface will be suppressed, if the local driving force on this path would be negative, even if there
is globally an equilibrium state with lower energy. For a multicomponent system this value per mole
phase j is given by, Fig. 1 [20]:

N
AG, = G (cf) — 3} ¢l uk (c) (4)

k=1

(ck: concentration, i.e. mole fraction of component k in phage’i,chemical potential of component

k in phase i,GJ-mo'a': molar Gibbs energy of phase j). This expression is calculated from the local
compositions of both phases, which have to be evaluated from an overall mixture concewtrégion
component k;
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Figure 1. Thermodynamic driving force on an interface of a phase j growing from a matrix phase i.

c(x,1) = 2 ¢ (X b)ck (%) (5)

i=1

The concentrations’ are substituted using the equilibrium partition coefficiekifsof a phase i to a
reference phase R which is chosen arbitrarily. The partition coefficients are calculated dependant or
composition and temperature using the TQ-Interface of Thermo-Calc. We obtain the compositions of
a phase i from the mixture concentraticefs

N
k=K €72 ke (6)

j=1

The multi-phase diffusion equation for the mixture concentration of component k is given by:

N
(Xt = V(2 i) (7)
i=1
The density of the diffusional fluj® of a component k according to the Fick-Onsager equation

expressed in terms of diffusivities and concentration gradients rather than moHilifiesd gradients
of the chemical potentials [16] is given for an alloy containing n components:

n n—1
= EiijVI-L! = _EiDEjVC! (8)
=1 =1

The reduced diffusion matriDy; for phase i is calculated by a subroutine of the Dictra software.

Benchmark with 1D Sharp Interface Calculations

The sharp interface calculations are carried out using the Dictra software. The binary Ni-Al system has
been chosen for this benchmark test. Kinetic data foryth@hase are not available and therefore
diffusion in this phase is not taken into account. The growth ofithghase is simulated starting from

T = 1500 K cooling down to 1300 K in 200 s with a constant cooling rate. The following parameters
have been adjusted: grid resolutiam = 5 nm (Dictra:Ax = 10 nm), interface thickness; = 30 nm,

n = 0.64 s. In general, the phase field mobility for diffusion controlled transformations is no
adjustable parameter and has to be chosen in a way that the value has no impact on the kinetics. Tt
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Figure 2. Concentration profiles of Al i andy’ calculated using the PFM and Dictra.

interfacial energy is estimated ® = 2 mJ/nf. However, since the simulation is 1D, i.e. curvature
effects are not included, this value just affects numerical stability rather than the growth kinetics. The
concentration profiles for & 100 s and t= 200 s are presented in Fig. 2. In general, the PFM
calculation reproduces the result from Dictra apart from a mass balance error resulting in a too small
y' composition at the interface. This is due to a simplified numerical implementation of the partition
coefficients in order to save calculation time and will be minimized in updated algorithms.

A second calculation compares the results of the PFM and Dictra for solidification at a cooling rate
of 0.1 K/s starting from 1688.4 K in the ternary Ni-Al-Cr system. In case of solidification simulations
usually the solidified part of the calculation domain is identified with the half of a secondary dendrite
arm, which is assumed to be plate-like. Since no accurate diffusivities are available for the liquid phase
the values are set constant'{D= 10~ ° m%s) for both alloying elements. The grid resolution is chosen
to beAx = 1 um for both calculations angg = 4 um for the interface thickness.

The concentration profiles of the elements Al and Cr for four different time steps are presented in
Fig. 3a,b. Compared to thg' calculation the results of the solidification simulation are in a better
agreement due to the fact that the temperature rah@ekois much smaller. This leads to a smaller
variation in the partition coefficient and thus a more accurate reproduction of the tielines at theyliquid-
interface. While off-diagonal terms of the diffusion matrix are not implemented in the PFM code the
full diffusion matrix is taken into account by Dictra. However, this does not affect the result, since
diffusion in the solid does not play any role under the given conditions.
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Figure 3. a: Calculated concentration profiles of Al system during solidification in the Ni-Al-Cr system. b: Calculated
concentration profiles of Cr system during solidification in the Ni-Al-Cr system.
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Figure 4. TEM micrograph of the sample presented in [16] after 86400 s.

2D Ostwald-Ripening of Sphericaly’ in a Ni-Al-Cr Alloy

This numerical example was intended to simulate an experiment carried out by M. Doi [19] who
examined the impact of thg/y’ lattice mismatch on coarsening. The alloy Ni-18.2at.%Cr-6.2at.%Al,
which contains spherical’ precipitates, was aged at 1073 K for 691000 s. A given TEM-micrograph
of the specimen quenched after 86400 s was used to set the initial condition for the phase field
calculation, Fig. 4,5. However, the calculation of the equilibrium compositions using available data-
bases [17,21] for both phases yielded that $hehase is not stable for the given alloy composition.
Some further equilibrium calculations for Ostwald-ripening experiments in Ni-Al-Cr alloys summa-
rized in [21] yield similar results, i.e. that' is not stable. In order to perform a reasonable simulation
despite of these uncertainties, the marked tieline in Fig. 8 was selected as the operating tieline for thi:
experiment. The high Cr content in thé phase reduces the lattice mismatch due to the lower atomic
radius of Cr compared to Al. This should lead to spherical precipitates instead of cuboidal ones. The
following parameters have been chos&r:= 3 nm,u = 1600 s, = 12 nm. The diffusion coefficients

in the matrix are in fAs™ % D, = 2.1:10° Y, D, = 5.310 '8 The interfacial energy = 6.9 mJ/n%

was taken from a binary Ni-Al alloy [23] neglecting the dependency on composition and temperature.
Moreover, no diffusion in they’ phase and constant diffusion coefficients are assumed. The off-
diagonal terms of the diffusion matrix are not taken into account.

Figure 5. Initial distribution ofy’ particles (light circles) for the phase field simulation.
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Figure 6. TEM micrograph of the sample after 691000s of Figure 7. Simulated microstructure after 691000s.
aging (at a different position).

A TEM-image of the microstructure and the simulated counterpart are shown in Fig. 6, 7. The third
power of the mean radius of the precipitates as a function of time is presented in Fig. 9. Despite of the
still crude treatment done for this alloy, the deviation between measured mean radius (61.2 nm) and the
calculated value (58.5 nm) as well as the growth rate (both R.3 n? s %) are small. Since the
simulation is 2D, the growth rate for a 3D calculation must be multiplied by a factor of at least 2
resulting from a different ratio of surface to volume of circle and sphere. This leads to the conclusion
that calculated and measured values are of the same order of magnitude.

Summary and Outlook

A multicomponent multi-phase-field model has been developed. 1D benchmark tests with the software
Dictra have been carried out to demonstrate that the model reproduces the right growth kinetics of
diffusion controlled phase transformations in multicomponent systems. Compared to Dictra the phase
field model moreover allows for 2D and 3D calculations taking into account complex morphologies
including effects of curvature. A 2D simulation of Ostwald-ripening in a ternary alloy has been being

0
@ 0 0.05 0.10 0.15 0.20 0.25 0.30
mole fraction Al

Figure 8. Isothermal section calculated for 1073K. The marked tieline was used for the 2D simulation of Ostwald-ripening.
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Figure 9. Calculated evolution of the mean radiusybfs a function of time.

compared to experimental data. Calculated and experimentally determined growth rates are of the sam
order of magnitude. These results principally show the feasibility quantitative phase field simulations
of diffusion controlled phase transformations in technical alloys.

A full treatment of the Fick-Onsager equations will be implemented soon and additional benchmarks
will be carried out for alloys, in which cross diffusion cannot be neglected. The model has not been
applied to multi-phase and multiple order parameter systems in this work. Future work will apply the
model to phase transformations in polycrystalline materials, e.g. the precipitation of ferrite from an
austenitic matrix in steels. Continuing the work on superalloys, spatially resolved simulations of
dendritic solidification and the growth of cubic¢ taking into account the effect of coherency strain will
be carried out.
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